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1. Define X as the height in meters of a randomly selected Canadian, where the selection probability 
is equal for each Canadian, and denote E[X] by h. Bo is interested in estimating h. Because he 
is sure that no Canadian is taller than 3 meters, Bo decides to use 1.5 meters as a conservative 
(large) value for the standard deviation of X. To estimate h, Bo averages the heights of n 

Canadians that he selects at random; he denotes this quantity by H. 

(a) In terms of h and Bo’s 1.5 meter bound for the standard deviation of X, determine the 
expected value and standard deviation for H. 

(b) Help Bo by calculating a minimum value of n (with n > 0) such that the standard deviation 
of Bo’s estimator, H, will be less than 0.01 meters. 

(c) Bo would like to be 99% sure that his estimate is within 5 centimeters of the true average 
height of Canadians. Using the Chebyshev inequality, calculate the minimum value of n 

that will make Bo happy. 

(d) If we agree that no Canadians are taller than three meters, why is it correct to use 1.5 
meters as an upper bound on the standard deviation for X, the height of any Canadian 
selected at random? 

2. On any given week while taking 6.041, a student can be either up-to-date on learning the material, 
or she may have fallen behind. If she is up-to-date in a given week, the probability that she will 
be up-to-date (or behind) in the next week is 0.8 (or 0.2, respectively). If she is behind in the 
given week, the probability that she will be up-to-date (or behind) in the next week is 0.6 (or 0.4, 
respectively). We assume that these probabilities do not depend on whether she was up-to-date 
or behind in previous weeks, so we can model the situation as a 2-state Markov chain where State 
1 is the case when the student is up-to-date and State 2 is the case when the student is behind. 

(a) Calculate the mean first passage time to State 1, starting from State 2. 

(b) Calculate the mean recurrence time to State 1. 

3. Consider the following Markov chain: 
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The steady-state probabilities for this process are: 

6 9 6 10 
π2 = π3 = π4 =π1 = 

31 31 31 31 

Assume the process is in state 1 just before the first transition. 

(a) Determine the expected value and variance of K, the number of transitions up to and 
including the next transition on which the process returns to state 1. 
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(b) What is the probability that the state of the system resulting from transition 1000 is neither 
the same as the state resulting from transition 999 nor the same as the state resulting from 
transition 1001? 
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