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The main aim of this exercise is to stress the structure of matrix 


arithmetic. 


a. If we had been given the equation 


where XI A, B, and C were numbers, we would have at once concluded 


that 


X = 3 (AB + C). 

The important point is that the rules which were used to arrive at 


equation (1) are true in matrix arithmetic as well as in numerical 


arithmetic. In other words, equation (1) is still valid when X, 


A, B, and C are matrices. 


In our particular exercise, the specific choices of A, B, and C 


yield 


Hence, 
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4.3.1 continued 


Theref ore, 


If we then recall that 3(AB + C) means to multiply each entry of 
AB + C by 3, equation (1) becomes 

As a check, we have that with X as defined by equation ( 2 1 ,  

In summary, when it comes to addition and scalar multiplication of 


matrices, the arithmetic has the same structure as that of ordinary 


numerical arithmetic. 


b. If X, A, B, C, and 0 had been numbers, then the equation 


would have possessed the solution 
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4.3.1 continued 


provided only that A # 0. 

Now in arriving at equation (31, the only step that was not covered 


by either addition or scalar multiplication was in assuming the 


existence of A-I. That is, we know that depending on the specific 


choice of A, A-' may not exist even though A is not the zero matrix. 

-1However, assuming that A does exist, the equation AX - BC = 0 is 

solved precisely by the same structure as in the numerical case. 

More specifically, we have 

implies that 


and if A-I exists, this, in turn, implies that 


-1 = A (BC) 

or, since matrix multiplication is commutative, 


-1By definition of A-I, A A = I and IX = XI hence, our last equa- 
tion implies that 

Thus, all that remains to be done in this part of the exercise is 


to see whether A-I exists. If it does, we can use A-' to solve 

equation (3) by using the ordinary matrix operations. If A-I does 
not exist, then we cannot find the required matrix X. In other 

-1 words, if A doesn't exist, then the equation AX - BC = 0 cannot 

be solved for X. 
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4.3.1 continued 


-1
Now, one way of trying to compute A is to use the augmented 


matrix technique discussed in our supplementary notes. That is, 


[l l o ]  ] [ l l  l o ]  ] [1 0 3-11 


2 3 0 1  0 1 - 2  1 0 1 - 2  1 


SO that A-I does exist and is in fact given by 


A-~=(-; 
 -;). 
Using equation ( 4 )  in (3) with B and C as given in this exercise, 

we see from (3) that 

= 2 
 - [(: :) C :)I 
15 + 24 12 + 20
(-:-3(10 += 18 8 + 15 


= (-: ) (28 

39 32 

23) 


117 - 28 


-78 + 28 


As a check, the value of X in equation ( 5 )  implies that 
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4.3.1 continued 

which checks wi th  equat ion  ( 3 ) .  

In  pass ing ,  it i s  worth making t h e  a s i d e  t h a t  i n  t h e  case  of 2 x 2 

m a t r i c e s ,  it i s  n o t  t o o  d i f f i c u l t  ( i n  f a c t ,  it might even be e a s i e r  

than our  augmented matr ix  technique)  t o  f i n d  A-I d i r e c t l y .  Namely, 

l e t t i n g  

w e  have 

AA-' = 1 

impl ies  t h a t  

This  t e l l s  us  t h a t  
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and, therefore that 


while 


Equations (6) may be solved to yield 


while equations ( 7 )  yield 

x = -1 and x22 = 112 


so that 


as obtained in equation ( 4 )  . 
The drawback to this latter technique lies in the fact that when n 

is large (even when n is 3 ,  4, or 5) finding A-l for the n x n 

matrix A becomes extremely cumbersome since we obtain several 

systems of equations in several unknowns. 

B
U
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4.3.2 


Let 


We shall see what conditions are imposed on xll, x12' X21r and x22 

by the equation 


Since 


equation (1) becomes 

Hence, 


Theref ore. 


and 
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4.3.2 continued 


In the "usual way" we solve (1')by multiplying the top equation 


by d and the bottom equation by -b to yield 


If we add the two equations in (31, we obtain 


(ad - bc)xll = d. 

From (41, we see that xll is uniquely determined provided ad - bc 

f. For in this case, 


[If ad - bc = 0, then if d # 0, there is no value of xll which can 
satisfy equation ( 4 )  since in this case, equation ( 4 )  says 

which is impossible since Oxll = 0 for all xll. 

On the other hand, if both ad - bc = 0 and d = 0, then any value 

of xll satisfies equation ( 4 ) . 1  

Thus, for the number xll to be uniquely determined, it is necessary 


that 


The question now is whether this condition is also sufficient. 


The best way to find out is to assume that condition (6) holds and 


then see whether x12, x21' and x~~ are uniquely determined. 


To this end, we return to equations (1') and now multiply the top 


equation by c and the bottom equation by -a to obtain 
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4.3.2 continued 


whereupon adding these equations, we obtain 


or to emphasize condition (6), 


lad - b c ) ~ ~ ~ 
= -c 

then since ad - bc f 0, equation ( 7 )  yields that x21 is uniquely 

given by 

-c

X = 21 ad-bc' 


In a similar way, we try to use equations (2)to see if both x12 


and x~~ are uniquely determined. To solve for xIZ, we multiply 


the top equation by d and the bottom equation by -b to obtain 


whereupon adding these two equations yields 

(ad - bc)x12 = -b 

or since we are assuming that ad - bc f 0, this means that 

-b
X = 12 ad-bc' 


Finally, to solve for x ~ ~ ,  
we multiply the top equation in (2) by 


-c and the bottom equation by a to obtain 


-acx - bcx22 = 012 


acx12 + adx = a
2 2 


and adding these two equations yields 


(ad - = a, 
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4 . 3 . 2  continued 

and, again, since ad - bc f 0, this implies that 


a

X = 

22 ad - bc' 

Equations (5), (8), (9), and (10) show us that as long as 
ad - bc # 0, A-' exists and is in fact given by 

Recalling our rule for scalar multiplication, (11) may be rewritten 


in the form 


Recalling that 


a comparison of (12) and (13) reveals that to obtain A-' from A, 


where 


we interchange the two entries on the main diagonal, change the 


sign of the other two entries, and multiply the resulting matrix 




- - 
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4 . 3 . 2  continued 

by ad - bc* provided ad - bc # 0. If ad - bc = 0, A -1 does not 
exist. 


While, in the interest of computational simplicity, we have con- 

centrated solely on 2 x 2 matrices in this exercise, the fact is 

that these results generalize to n x n matrices, in the following 

form. 

Notice that if 


then ad - bc is the determinant of A. In other words, what we 

showed in this problem was that if det (A) # 0, then A-I existed. 
We further went on to compute A-I in this case. In general, 

although determinants are "nastier" for square matrices of dimen- 

sion greater than 2 x 2, the same result holds for all n x n 

matrices. Namely, if A is any n x n matrix, then A -1 exists if and 

only if det(A) # 0. We shall wait until Block 8 before we probe 

the question of what a determinant looks like in the case of an 

n x n matrix with n greater than 3 ,  but for now we thought it an 

interesting observation to show how the existence of A-I was re- 

lated to the determinant of A. 

4 . 3 . 3  

Given that A = is a diagonal matrix, we have that b = = O 

Consequently, the result of the previous exercise that 


* A r i t h m e t i c a l l y ,  a p a r t i c u l a r l y  s i m p l e  c a s e  a r i s e s  i f  a d  - b c  = 1 

( o r  e v e n  -1) s i n c e  t h e n  t h e  f a c t o r  1 
= 1 ( o r  -1 )  s o  t h a t  i n

a d  - b c  

t h i s  c a s e  


F o r  t h i s  r e a s o n  ( a n d  o t h e r s  a s  w e l l ) ,  s p e c i a l  s t u d y  i s  made o f  

m a t r i c e s  (1 i) f o r  w h i c h  a d  - b c  = 2 1 .  
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yields 


Obviously, for (1) to be mathematically meaningful we must have 

that ad f 0 ,  which in turn means that 

a f 0 and d f 0. 

(If either a = 0 or d = 0, the fact that b = c = 0 implies that 

ad - bc = 0, so that A-l does not exist. In other words, a dia- 

gonal 2 x 2 matrix has an inverse provided that none of its 

entries on the main diagonal is 0.) 

At any rate, if ad f 0, equation (1) becomes 

AS a quick check that (2) is correct we observe that 


Notice that (2) generalizes to any diagonal n x n matrix. 


Namely, assume that A = (aij) is any n x n diagonal matrix with 
-1 -1 

all, aZ2,..., and ann all unequal to 0. Then all , a22 ,... 
and ann -'are real numbers with 
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4 . 3 . 3  continued 

Now we already know that to multiply two n x n diagonal matrices 


we simply multiply the diagonal entries term by term. Hence 


4 . 3 . 4  	(L) 

(a) 	The main aim of this part of the exercise is to emphasize the 


arithmetic structure of matrices. Certainly, one could elect 


to solve this problem by brute force as follows. We let 


A = 	 and B = 

-1 	 -lA- 1 and we then compute A and B-l, after which we compute B 
-1
We then compute AB, after which we compute its inverse (AB) . 

-lA- 1 
Finally we compare B with (AB)-l, and if we haven't made 


any computational errors, we find that the two matrices are 


equal. The fact that we are dealing with 2 x 2 matrices makes 


the computation a bit easier since we may then use the "recip~" 
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4 .3 .4  (I,) continued 

derived in Exercise 4 . 3 . 2  for finding inverse matrices. 

The point is that the above procedure, even in the 2 x 2 case, 

is cumbersome, and in the general n x n case the computations 


quickly tend to get out of hand. 


Yet from a structural point of view, we can use our nrules of 


the game" to obtain the result asked for in part (a) in an effi-


cient manner which also happens to apply in the more general case 


of n x n matrices. 


More specifically, we look at 


where A and 3 are both n x n matrices, and we are assuming 


that both A-I and 8-I exist. 


Since multiplication of matrices is associative, our expression 


(1) may be rewritten as 


By definition, BB-I= In (the n x n identity matrix) , so 
that (2) may be rewritten as 


(AB)(g-lA-4 = Xi-'.~ ( 1 ~ )  


-1
Again, by associativity, ~(1,) A-' is equal to (Aln) A , and by 
the definition of In, AIn = A, so that (3) may be rewritten in 

the form 

-1 AA-l -
Finally, from the definition of A , - In, so that ( 4 )  

becomes 

-1 -1

(AB)(B A ) = In . 
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4.3.4(L) continued 

A s i m i l a r  sequence of s t e p s  shows t h a t  

-1 -1 
( B  A ) (AB) = In 

and equat ions  (5 )  and ( 6 )  show t h a t  by t h e  d e f i n i t i o n  of 

( ~ ~ 1 - l[ i . e . ,  (AB) ( ~ ~ 1 - l  ( A B ) - ~ ( A B )  = 1 ~ 1  (AB)" = B
-1

A
-1.= 	 , 

A s  a f i n a l  no te  t o  our  computation, n o t i c e  t h a t  j u s t  a s  i n  

o rd ina ry  a lgebra ,  w e  may abbrev ia te  t h e  above sequence of s t e p s  

simply by w r i t i n g  

The beauty of t h e  s t r u c t u r a l  p roof ,  a s i d e  fram the  f a c t  t h a t  we 

d o n ' t  g e t  bogged down i n  computat ional  d e t a i l s ,  i s  t h a t  we s e e  

how t h e  r e s u l t  fo l lows from t h e  b a s i c  p r o p e r t i e s  of matr ices  

independently of t h e  dimension of t h e  matrix.  

I t  should a l s o  be noted t h a t  it might s e e m  more n a t u r a l  t h a t  

(AB) -'= A-~B-'.  This  r e s u l t  i s  n o t  u s u a l l y  t r u e .  

(b)  	 I n  t h i s  p a r t  of  t h e  e x e r c i s e  w e  simply want t o  check t h e  r e s u l t  

of p a r t  ( a )  i n  a  p a r t i c u l a r  example. W e  have 
\i' 

I 	
(z :)A = whi le  B = 


2 


Consequently, a s  seen i n  Exerc i se  4.3.1, 

we may now compute d l ,  B-l,and ( A B ) - I  by t h e  process der ived i n  

Exerc ise  4.3.2, n o t i n g  t h a t  we have "c leve r ly"  chosen A and B 

s o  t h a t  d e t  A ,  d e t  B ,  and d e t  AB a r e  a l l  equal  t o  1". 

* W h i l e  we d o  n o t  n e e d  t h i s  r e s u l t  f o r  o u r  p r e s e n t  w o r k ,  i t  i s  a  f a c t  
( t h e o r e m )  t h a t  i f  A a n d  B a r e  n x n m a t r i c e s  t h e n  d e t  A B  = d e t  A x 
d e t  B .  I n  p a r t i c u l a r ,  i f  d e t  A = d e t  B = 1, t h e n  d e t  A B  = 1. I n  a 
s i m i l a r  w a y ,  i f  e i t h e r  d e t  A o r  d e t  B i s  z e r o  t h e n  d e t  A B  = 0 ,  b u t  
we snaii not e x p l o r e  s u c h  r e s u l t s  i n  m e r e  d e t a i l  h e r e .  
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4.3.4 ( L )  continued 

Thus from t h e  r e s u l t  of  Exerc ise  4.3.2 w e  have: 

and 

From (7 )  and (8)  we see t h a t  

whi le  

Comparing express ion (9)  and (11)w e  see t h a t  (AB)-l= B-1A-1 , 
b u t  i f  w e  look a t  (10) w e  a l s o  see t h a t  (AB)-l i s  n o t  t h e  same 

a s  A-~B-'. 

I n  f a c t ,  i f  we look a t  A and B a s  denot ing  t h e  f i r s t  and 

second f a c t o r s  r e s p e c t i v e l y  r a t h e r  than s p e c i f i c  ma t r i ces ,  t h e  

r e s u l t  of  p a r t  ( a )  i n d i c a t e s  t h a t  A
-Ig-1 should be  t h e  i n v e r s e  

of BA. That is ,  p a r t  ( a )  says  t h a t  t o  i n v e r t  t h e  product  of 

two mat r i ces  w e  t a k e  t h e  product  of  t h e  i n v e r s e s  wi th  t h e  

o r d e r  commuted. A s  a check, w e  have, 

Again, d e t  BA = 1, s o  t h e  r e c i p e  of Exerc ise  4.3.2 te l l s  us t h a t  

S.4.3.16 



Solu t ions  
Block 4 :  Matrix Algebra 
Uni t  3 :  Inverse  Matrices 

4 . 3 . 4  (L) continued 

and t h i s  r e s u l t  checks wi th  t h e  r e s u l t  of equat ion  ( 1 0 ) .  That i s  

-1 -1
(BA) -'= A B . 

Thus, once again we s e e  t h a t  it i s  important  t o  keep matr ix  

f a c t o r s  i n  t h e i r  given o rde r .  In  o t h e r  words, s i n c e ,  i n  genera l ,  

AB # BA, ( A B ) - ~w i l l  no t  be t h e  same a s  ( B A ) - ~ .  

a.  W e  have 



-- 
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4.3.5 continued 


Therefore, 


As a check we have 


Similarly, 
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4.3.5 continued 

[Note:- The f a c t  t h a t  AX = I i s  no t  enough t o  guarantee t h a t  

XA = I (see f o r  example Exerc ise  4.3.6 (d)  and ( e ) . This i s  

why 	 we must show t h a t  both  AX and XA equal  I be fo re  we conclude 
-1t h a t  	X = A .] 

(b)  	 Solving p a r t  (b)  i s  a corollary of our  s o l u t i o n  t o  p a r t  ( a ) .  

Namely, i f  w e  a r e  given t h e  system 

k3 = a31X1 a32X2 + a33X3+ 

and i f  we l e t  A = ( a i j )  then  i f  A-Ie x i s t s  it fol lows t h a t  i f  

A 
-1 = (b i j )  I equat ions  (1)may be solved f o r  x l Ix7,  and x3 i n  

t e r m s  of y1,y2, and y 3 by 

This  fo l lows from coding equat ions  (1) i n  t h e  augmented matr ix  

form 

and us ing t h e  procedure of p a r t  ( a ) .  


Theref o r e  
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4.3.5 continued 

Theref o r e  

impl ies  from our  r e s u l t  of  p a r t  ( a )  t h a t  

and one can now check d i r e c t l y  by r e p l a c i n g  xl, x2 and x3 i n  (3 )  

by t h e i r  va lues  i n  ( 4 ) .  

c .  	 This  i s  p a r t  (b) w i t h  yl = 8,  y2 = 16 and y3 = 32. P u t t i n g  t h e s e  

va lues  i n t o  equa t ions  ( 4 )  we have 

As a check 

3 
With A = i:2 7 z, w e  know from t h e  previous  e x e r c i s e  t h a t  

9 7 

4 	 -3  

-1 
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4 . 3 . 6  continued 

Theref ore 


(a) 	AX = C means, first of all, since A is 3 x 3 and C is 3 x 2 that 

X must be 3 x 2. That is, AX must be 3 x 2 and the number of 

rows in X must equal the number of columns in A. 

At any rate, 


implies 


-1provided, of course that A C makes sense. Since A-l is 3 x 3 

and C is 3 x 2, the product is well-defined. 

Hence, 


Check 
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4.3.6 continued 

b. 	 Mechanically, w e  have t h a t  YA = B means Y = BA-1 [not A-'B s i n c e  

YA = B impl ies  = -1 
](YA)A-IBA 

Therefore ,  

c .  	 Notice t h a t  3 and C a r e  r e l a t e d  by B = cT (where a s  i n  t h e  

e x e r c i s e s  of t h e  previous u n i t  cT denotes t h e  t r anspose  of C) .  

The p o i n t  is  t h a t  from the equat ion  

it fol lows t h a t  

T T 
Since  (AXIT = X A , t h i s  means t h a t  

But i n  t h i s  p a r t  A i s  a symmetric ma t r ix  (where by symmetric 

w e  mean t h a t  A = AT which i n  t u r n  means t h a t  A remains t h e  

same when w e  in terchange i t s  row and columns) which was not  t h e  

c a s e  when A was chosen a s  i n  parts ( a )  and (b). 

Since  AT = A, equa t ion  (2)  becomes 
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4.3.6 continued 


T
and since C = B, we have 

Comparing (2) with (3) we see that if A is symmetric then 

T T
X A = B as soon as AX = B . 

To check this in our particular exercise, we have 
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4.3.6 continued 


'herefore 


This shows us that if A is the symmetric matrix 


then A-l is the symmetric matrix 


At any rate, solving AX = C yields 
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4.3.6 continued 


-1 

Similarly YA = B implies Y = BA , or 

Comparing (4) and (5) we see that 


in this case. 


d. We have 


Theref ore 
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4.3.6 continued 


From ( 7 )  we have x21 = - x ~ ~  ( 6 ) ,  xll = 1 - x ~ ~ . 
and from Simi-


l a r l y  from (8)  x12 = while  from (9), x22 = 1 - x ~ ~ . 
- x ~ ~  


Thus, w e  and x ~ ~ ,a t  random a f t e r  which we
may pick  x31 say ,  

must have x21 = xll = 1 - x~~~ x12 -- - x~~ and x22 = 1 - x ~ ~ .- x ~ ~ ,  


Hence our  matr ix  X i s  


and i n  t h i s  ma t r ix  w e  a r e  f r e e  t o  choose x31 and x32 a t  random. 


A s  a check 


e. On t h e  o t h e r  hand, i f  w e  look a t  

w e  have 

Comparing t h e  f i r s t  rows of  t h e s e  l a s t  two mat r i ces  we have 

x11 = 1. x12 = 0,  and xll + x12 = 0 which i s  imposs ib le  s i n c e  
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4 .3 .6  continued 

Hence, t h e r e  is no mat r ix  X such t h a t  XA = I
3 ' 

4.3.7 

The main aim of t h e  e x e r c i s e  i s  t o  p o i n t  o u t  t h e  s u b t l e t y  t h a t  we 

must n o t  make t o o  many changes i n  our  augmented matr ix  a t  one time. 

The p o i n t  i s  t h a t  i f  w e  s t a r t  wi th  

and r e p l a c e  t h e  f i r s t  row by t h e  sum of t h e  f i r s t  and t h e  second, 

w e  o b t a i n  t h e  new mat r ix  

When w e  now r e p l a c e  t h e  2nd row by t h e  sum of t h e  f i r s t  and t h e  

second, w e  a r e  r e f e r r i n g  t o  3, not A. That is ,  we form the new 

m a t r i x  C where 

~n augmented mat r ix  form 

The p o i n t  i s  t h a t  wherever w e  opera ted  on more than one row of 

a ma t r ix  a t  a t i m e ,  w e  never touched a row once i t  was changed. 

For example, when we s u b t r a c t  t h e  f i r s t  row from t h e  second, 

then t h e  f i r s t  row from t h e  t h i r d  , e t c . ,  none o f  t h e  rows a r e  

being changed more than once i n  t h e  same augmented matr ix  and, 

moreover, no changed row i s  ever  used t o  opera te  on an unchanged 

row. The p o i n t  of t h i s  e x e r c i s e  i s  t o  show you t h a t  s e r i o u s  

e r r o r s  may occur i f  w e  t a k e  too  many l i b e r t i e s  i n  r ep lac ing  rows 

t o o  quickly .  When i n  doubt ,  s t o p  and begin wi th  t h e  nex t  matr ix .  
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