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3.6.1(L) 


a. This is essentially a continuation of Unit 4. Knowing that 


f 4u1) = -3u1 + 2u2 

and 


we have that the transpose*of the matrix of coefficients is given 


by 


L J 

To find all v = xlul + x u such that f (v) = cv, we let X = 2 2 


and then solve the equation 


for c. 


This yields 


In this simple 2-dimensional case, we could solve (1) by direct 

computation but to prepare for the more general case, let us use 

the technique described in the lecture. Recall that since AX = cX 

is automatically solved for any c if X = 0, we showed that if we 

want solutions other than X = 0 we must have that 

* S e e  t h e  n o t e  a t  t h e  end  of  t h i s  e x e r c i s e  f o r  t h e  p r o c e d u r e  t o  b e  
u s e d  i f  we w a n t e d  t o  u s e  A t o  d e n o t e  t h e  m a t r i x  o f  c o e f f i c i e n t s .  

S.3.6.1 
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AX - C I X  = 0 

b u t  i f  A - cI is i n v e r t i b l e ,  X = 0 i s  t h e  only  s o l u t i o n  of ( 2 ) .  

Hence, it i s  c r u c i a l  t h a t  A - cI be s i n g u l a r  and t h i s  means t h a t  

S ince  A = , equa t ion  (3)  y i e l d s  

Hence, 


I A  - C I I  = 0 -+ c = -5 o r  c = 1. 


With c = -5, equa t ion  (1)becomes 
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3.6.1 (L) continued 

whereupon 

A quick  check shows that ( 5 )  i s  equ iva len t  t o  t h e  s i n g l e  equation 

I n  o t h e r  words, 

f (v)  = f (xlul + x u ) = 5(x1u1 + * 2 2 X2U2)  

From ( 6 ) ,  w e  s e e  t h a t  -2ul + u i s  a b a s i s  f o r  t h e  (1-dimensional)
2 


subspace of V de f ined  by 


I n  a s i m i l a r  way, w e  may r e v i s i t  (1)with  c = 1 t o  o b t a i n  

[Notice t h a t  t h e  l e f t  s i d e s  of ( 4 )  and (7)  a r e  t h e  same. This  i s  

no coincidence  s i n c e  c a f f e c t s  only  t h e  r i g h t  s i d e  of (1). I  
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From (7),we conclude that 


In other words, if V2 = {v~V:f(v) = v), then 

so that V2 is the 1-dimensional subspace of V which is spanned by 


u1 + u2. 


To check our results so far, let a1 = -2u + u2 and a2 - ul 1 T u2. 


Then 


while 
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3.6.1 (L) continued 


In summary, 


where f (al) = -5al and f (a2) = a2. 

D. Relative to the basis {a1, a2 1 ,  we saw in (a) that 

£(al) = -5al = -5al + 0a2 

f(a2) = a2 = Oal + la2 

Hence, from (8) we deduce that the matrix of (8) relative to 


Note 


What this means is that with respect to the linear transformation 

f, the basis consisting of al and a2 is more convenient than the 

basis consisting of ul and u2. In particular, we see from (9) 

how to compute f (v) relative to al and a2 coordinates; that is, 

i f v = y a  + y2a2, then f (v) is given by 
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o r ,  wi thout  r e f e r e n c e  t o  ma t r ix  n o t a t i o n .  

c. We have 

2
£ : E ~-t E 

where 

W e  then  let 

and 

Then, 

f (GI) = -5u1 
-b

and 

P i c t o r i a l l y ,  
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I n  o t h e r  words, r e l a t i v e  t o  a coordinate  system c o n s i s t i n g  of al 

and a 2 ,  f  p rese rves  t h e  d i r e c t i o n  of t h e  coord ina te  axes. 

Note 

Had w e  worked wi th  t h e  matr ix  of c o e f f i c i e n t s  r a t h e r  than i t s  

t r anspose ,  our  ma t r ix  A (which i s  r e a l l y  with A a s  i n  t h i s  

e x e r c i s e )  would have been 

i n  which c a s e ,  our  c h a r a c t e r i s t i c  va lues  would s t i l l  have been 

c = -5 and c = l . *  The only d i f f e r e n c e  now i s  t h a t  i f  we want t o  

w r i t e ,  s a y ,  f ( v )  = -5v i n  matr ix  form, where v = x u + x2u2. we1 1  
w r i t e  

* N a m e l y ,  [ A T  - c l l T  = ( A T I T  - ~ ( 1 ) ~= A - c I .  H e n c e ,

I ( A T  - T 
c I )  I = \ A  - c11. 
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3.6.1 (L) continued 


That is, 


1.. 
 x21 r: -;I = 1-5x1 -5x2]

whereupon 


which agrees with (5). 
The point is that we use 

when A is written as the transpose of the matrix of coefficients, 


but we write 


when A denotes the matrix of coefficients itself. 

It is not important which convention we use, but it is important 


to remember which is which. For example, if we use A as defined 

in this note and then solve 


we obtain 
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which admits  only  X = 0 a s  a s o l u t i o n .  I n  o t h e r  words, once A i s  

chosen t o  be t h e  ma t r ix  of c o e f f i c i e n t s ,  X must be w r i t t e n  a s  a 

row mat r ix  which m u l t i p l i e s  A on t h e  l e f t .  

Method #1 

W e  have V = [u1,u2 I and 

W e  l e t  A denote  t h e  t r anspose  of t h e  ma t r ix  of c o e f f i c i e n t s  i n  

(1). This  y i e l d s  

Then 

Hence, 
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3.6.2 continued 


+ 
where v = x u + x2u2, we have Using c = 2 and letting X = 1 1  

and this says that 


Consequently, 


In other words, 


That is, 


Hence, if we let 


then 
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v1 = [ul - 3u2I . 


Check 


Let  a1 	 = u1 - 3u2. Then 

f (al) 	= f (ul) - 3f (u2) 


= (8u, - 15u2) - 3(2ul - 3u2) 


= 2ul - 6u2 


= 2(u1 - 3u2) 


= 2a1. 

I f  w e  	nex t  l e t  c = 3 ,  equat ion  (3)  is replaced by 

o r  


8x1 + 2x 


Hence, 

8x1 	 + 2x2 = 3x1 


- -- 3x2
- 1 5 ~ ~3x2 

3r 

2x2 = 	-5x1. 

i n  p a r t i c u l a r ,  f (2ul - 5u2) = 3 ( 2 9  - 5u2). 

S.3.6.11 



Solutions 

Block 3: Selected Topics in Linear Algebra 

Unit 6: Eigenvectors (Characteristic vectors) 


3.6.2 continued 


Check 


f(2u1 - 5u2) = 2f (ul) - 5f (u2) 


Consequently, if V2 = {vEv:~(v)= 3171, then 

Looking at (4) and (5) , and letting 

we see that 


V = [all + [ a 2 ]  


and relative to {al,a2}, the matrix of f is given by 


That is, 


f(al) = 2a1 = 2al + Oa2 


Method # 2  

This is the same as our first method except that we now let A 

denote the matrix of coefficients in (1) . 
S.3.6.12 
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That is 


We again obtain that our eigenvalues are c = 2 and c = 3 .  The 

only subtlety is that we now find al and a2 by solving 

CX1 
 where c = 2 or c = 3 .  

CX2 

A quick check shows that everything works out as in Method #l. 


Our main aim here is to show still another invariant of the matrix 


which represents a given linear transformation. We know that if 


A and B are two matrices that represent the same transformation 


but with respect to different bases, then there exists a non- 


singular matrix P such that 


-1B = PAP . 

What we already know here is that A and B are characterized by 


having the same determinant. That is, 


What we shall show in this exercise is that the characteristic 


equation 




Solutions 

Block 3 :  Selected Topics in Linear Algebra 
Unit 6: Eigenvectors (Characteristic Vectors) 


3.6.3 (L) continued 


1s the same equation as 


I B- cII = 0. 

More specifically, we shall show that 


TO this end, we simply begin by rewriting I as P-~IP, and this 


leads us to the sequence of steps 


= P - ~  - cIP)(BP 


and since the determinant of a product is the product of the de- 


terminants, we conclude from (1) that 


-1or, since A = P BPI 

In summary, then, what we have shown is that if we want to find 


the characteristic equation for a linear transformation and if A 


is any matrix which represents the given transformation, then the 


characteristic equation is given by 
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regardless of the choice of A. 


In particular, if the matrix of the transformation is chosen to be 

of triangular form (and this is always possible), we may write 

down the characteristic equation very easily simply by equating 

the product of the diagonal elements to 0. 

For example, relative to the previous exercise, we found that the 


matrix 


represented the same transformation as did the matrix 


Notice, however, that our first matrix yields the characteristic 

equation (2 - c) ( 3  - c) = 0 almost instantly. 

3 . 6 . 4  (L) 

From a mechanical point of view, this exercise is not too diffi- 


cult. It is designed to show that if f is a linear transformation 


of the n-dimensional vector space V onto itself, there need not be 


n linearly independent vectors which are mapped into scalar multi- 


ples of themselves. 


In order that you see this from a more intuitive point of view, we 


have chosen a problem that has a simple geometric interpretation. 


Namely, we have chosen a rotation of the plane. In particular, if 


u = x cos a - y sin a 

v = x sin a + y cos a 
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then t h e  uv-plane i s  j u s t  t h e  xy-plane r o t a t e d  about  t h e  o r i g i n  

through an ang le  of measure a.* I t  should be c l e a r  t h a t  un less  a  

i s  an i n t e g r a l  m u l t i p l e  of 180°,  no l i n e  through t h e  o r i g i n  has 

i t s  d i r e c t i o n  preserved.  For example, i f  we r o t a t e  t h e  xy-plane 

through 45O, every  l i n e  which passes  through t h e  o r i g i n  i s  r o t a t e d  

by 45O, and, consequently,  cannot  have t h e  same d i r e c t i o n  it had 

p r i o r  t o  t h e  r o t a t i o n .  

Note 

Equation (1)may b e  seen t o  be  equ iva len t  t o  t h e  given transforma- 

t i o n  by l e t t i n g  x = 1 and y = 0 ,  and then l e t t i n g  x = 0 and y = 1. 

Namely, w e  see from (1) t h a t  t h e  mapping def ined by 

f ( x , y )  = (u ,v)  = (x cos a - y s i n  a ,  x s i n  a +  y cos a )  

impl ies  t h a t  

f ( 1 , O )  = (COS a ,  s i n  a)  1 
f (0~1)= (- s i n  a ,  cos a )f '  
I d e n t i f y i n g  (a ,b )  wi th  aul + bu2,  equat ion  ( 2 )  becomes 

f (ul)  = (cos a )  u 1 + ( s i n  a )  u2 

f ( u2 = (- s i n  a ) u  1 + (cos a ) u 2  I 

which i s  t h e  given t ransformat ion .  

The mat r ix  of c o e f f i c i e n t s  i n  (3)  is given by 

*By way o f  r e v i e w ,  h e r e  i s  a good a p p l i c a t i o n  o f  t h e  a r i t h m e t i c  of  
complex numbers. c = c o s  a + i s i n  a h a s  magnitude  1  and argument 
a .  Hence ,  c z  r o t a t e s  z through an a n g l e  a .  I n  o t h e r  words ,  

W = C Z  + 

u + i v  = ( c o s  a + i s i n  a)  ( x  + i y )  

= x c o s  a - y s i n  a + i ( x  s i n  a + y c o s  a ) .  

Hence ,  u = x c o s  a - y s i n  a and v = x s i n  a + y c o s  a .  
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cosa sina 


A =  [- sin a cos a 


so that 


COS a - C sin a 2 
( A- c11 = = (COS a - cI2 + sin a 

- sin a cos a - c 

2 2

I A- CII = cos a - zc cos a + c2 + sin a 

= cL - 2c cos a + 1. 

Hence, 


2 cos a + J4 cos'a - 4- c =  

2 


- C = COS a t z. 
2 2
But, cos a - 1 < 0 unless cos a = 1 or cos a = '1. That is, 

is real * a = kn (radians) where k is any integer. 

3 . 6 . 5  

a. The matrix of coefficients is 


&-


Hence, the characteristic equation of our transformation is 
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3.6.5 continued 


Since the determinant in (1) has its last column with all but one 


zero entry, we may expand it along the last column to obtain from 


(1) that 


The determinant in (2) has two zero entries in its second column 


so if we expand it along the second column, we obtain from (2) 


that 


Hence, 




Solutions 

Block 3 :  Selected Topics in Linear Algebra 
Unit 6 :  Eigenvectors (Characteristic Vectors) 

3 . 6 . 5  continued 

2or, since (C - 212 = (2 - C) , 

Thus, we conclude from (3) that the characteristic values of our 

transformation are given by c = 2 and c = 3 .  

b. 	 Letting v = xlul + x2u2 + x3u3 + x4u4, the required matrix equa- 
tion to solve is 

where 


+-+ 
[Recall that we must write XA rather than AX since we have chosen 


A to be the matrix of coefficients rather than its transpose.] 


We obtain 


From (iv), we see that x4 = 0 and letting x4 = 0 in (ii) tells us 

that x2 is an arbitrary constant (i.e. x2 = x2 is true for any 

constant). If we now pick xl at random, we see from (i) that 
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X3 = ; x l  + X  2 ' 

This checks wi th  (iii)which says  t h a t  

4x + 6x2 = 6x3,1 

W e  have, t h e r e f o r e ,  shown t h a t  i f  

then 


f ( v )  = 2v * 


2 
v = ( x 1 ' x 2 ' ~  x1 + X 2 I O ) .  

To pick  a convenient b a s i s  f o r  

V2 = (v) = 2 ~ 1 ,{ V E V : ~  


w e  may l e t  xl = 0 and x2 = 1 i n  (5)  t o  o b t a i n  


and w e  may l e t  xl = 3* and x2 = 0 i n  (5) t o  ob ta in  

Hence, dim V2 = 2, and 

2 
*We p i c k e d  x1 = 3 r a t h e r  t h a n  1  s i m p l y  t o  a v o i d  h a v i n g  - x1 b e  a 

n o n - i n t e g e r .  
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Check 

3.6.6(L) 

a .  Suppose v l  # 0 and t h a t  

Suppose a l s o  t h a t  v2  # 0 and t h a t  

where 
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Now i f  t h e r e  e x i s t  s c a l a r s  xl and x2 such t h a t  


XIVl + X v = 0
2 2 


then  


x f ( v l )  + x2f (v2) = 0 .
1 


Hence, 


X C V  + X C V  = O . 
1 1 1  2 2 2  

I f  we mul t ip ly  both  s i d e s  of ( 4 )  by cl and s u b t r a c t  t h i s  r e s u l t  

from (5) , w e  o b t a i n  

x c v  = o2 2 2 - X C v
2 1 2  

Since  v2 # 0 ,  w e  see from (6) t h a t  

and s i n c e  c 2  - cl # 0 ,  we s e e  from (7 )  t h a t  

Knowing t h a t  x2 = 0,  w e  r e t u r n  t o  ( 4 )  t o  conclude t h a t  


XIVl = 0 ,  


and s i n c e  vl # 0 ,  we s e e  from ( 8 )  t h a t  


S.3.6.22 
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Since  xl and x2 must both  equal  0 ,  ~v1 ,v21 i s  a l i n e a r l y  indepen- 

d e n t  set. 

b. 	 We cont inue  i n d u c t i v e l y  along t h e  l i n e s  of ( a ) .  We have t h a t  

v1 # 0 ,  v2  # 0 ,  v3 f 0  and t h a t  

where ci # c j  i f  i # j .  


I f  w e  assume t h a t  


XIVl + X2v2 + x3v3 = 0 ,  

then 

x  f  (v ) + x2f (v2)  + x3f (v3) = 0.1 1  

Hence, 

W e  now mul t ip ly  ( 9 )  by c3, say ,  and s u b t r a c t  t h e  r e s u l t  from (10) , 
w e  o b t a i n  

x c v  + x c v  - x c v  - x c v  = o
1 1  1 2  2  2  1 3 1  2 3  2  

By t h e  r e s u l t  of p a r t  (a), we may conclude from (11) t h a t  
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3.6.6 (L) continued 


But since cl # c3 and c2 # c3, we conclude from (12) that 

x = 0 and x2 = 0.1 


We then see from ( 9 )  that x3 = 0, thus, establishing that 

{vl,~2,~3)
is linearly independent. 


Note #1 


The result established in this exercise gives us another "excuse" 

for excluding the zero vector from the ranks of the eigenvectors. 

In particular, the result stated in this exercise requires that 

vl, v2 , and v3 not be zero vectors (since otherwise the coeff i- 
cients need not equal 0). 

Note #2 


If we extend the results of this exercise inductively, we may con- 

clude that any set of eigenvectors which have distinct eigenvalues 

is linearly independent. In particular, then, if dim V = n, there 

cannot be more than n such eigenvectors (although as we shall show 

in the next exercise, there can be fewer) since the number of 

linearly independent vectors in V cannot exceed the dimension of V. 

Moreover, if dim V = n and we find n such distinct eigenvalues, 

then the set of distinct eigenvectors which correspond to each of 

these eigenvalues form a basis for V. 

Finally, as we mentioned earlier, if V has n such eigenvectors, we 


can find a matrix to represent the transformation which is diago- 


nal and whose diagonal elements are the eigenvalues. 


In summary, we have the following important theorem. 


Suppose f:V+V is a linear transformation of the n-dimensional vec- 


tor space V into itself. Then f has at most n distinct eigen- 


values. Moreover, when the number of distinct eigenvalues is 


equal to n, then any complete set of eigenvectors (one for each 


eigenvalue) is a basis for V, and the matrix of f relative to such 


a basis is 
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3.6.6 (L) continued 

a. 

3.6.7(L) 

Using the transpose of the matrix of coefficients, we have 

Hence, 

and this in turn, expanding along the second row, yields 

b. 

= (2 - C) (cL - 4c + 3) 

= (2 - C) ( C  - 3)(C - 1). 

From (1) , we conclude that 

\ A - c 1 I  = O * c = l o r c = 2 0 r c = 3 .  

An eigenvector, v = x u + x u + x u1 1  2 2 3 3 '  
found by solving the matrix equation 

corresponding to c = 1 is 
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3.6.7 (L) continued 


This yields 


From (ii), we conclude that x2 = 0, whereupon (1) implies that 

2x1 + x3 = xl, or x3 = -xl. This condition is reaffirmed by (iii). 

In other words, (3) is equivalent to 

from which we conclude that 

f (v) = v * v = XIUl + Ou2 - X1U3 = xl(ul - U3). 

From (4) , we see that 

1 = U1 - u3 

1s a basis for Vl = {VEV:~(v) = vl 
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Check 

We now f i n d  an e igenvector  corresponding t o  c = 2 by so lv ing  

From (1) w e  see t h a t  -x2 + x3 = 0 o r  x2 = X3-
From (iii)w e  s e e  

t h a t  xl + 3x2 = 0, o r  x1 
= -3x2; and from (ii)we see t h a t  no 

r e s t r i c t i o n  i s  placed on x2. Thus, we may view x2 a s  an a r b i t r a r y  

number, whereupon x 3 
= x2 and xl = -3x2. This t e l l s  us  t h a t  

f (v)  = 2v * v = -3x2u1 + x u + x u = x2 (-3u1 + U2 + U 3 ) .
2 2 2 3 

From (7 ) , w e  s e e  t h a t  

+ 
* N o t i c e  t h a t  t h i s  m a t r i x  i s  AX w h i c h  d o e s  n o t  d e p e n d  on c .  T h a t  

J. J. 
i s ,  AX = cX i m p l i e s  t h a t  i n  ( 2 )  a n d  ( 2 ' )  t h e  l e f t  s i d e  r e m a i n s  

t h e  same no  m a t t e r  w h a t  t h e  v a l u e  of  c i s .  
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/' 
3.6.7 (L) continued 


u = -3u + u2 + u32 1 

is an eigenvector corresponding to the eigenvalue c = 2. That is, 

Check 


£(a2) = f(-3ul + u2 + u3) 


Finally, to find an eigenvector corresponding to c = 3, we have 

(ii) 


From (ii) , x2 = 0 whereupon both (i) and (iii) yield that xl = x3. 

Hence, 
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3.6.7 	(L) continued 

f (v)  	= v = x1 1 + Ou2 + x 1 3  = xl(u l  + u 3 ) .3v * u u 


Consequently, 


a3  = u1 + u3 


spans V3 = { v ~ V : f  (v)  = 3v l .  


Check 


£ ( a 3 )  	= f t u l  + u3) 


= f (ul) + f (u3) 


= (2u1 + u3) + (ul + 2u3) 


= 3ul + 3u3 


= 3(u1 + u3) 


= 3a3. 


c .  By t h e  theorem i n  Note #2 of t h e  previous e x e r c i s e ,  w e  have t h a t  

and, i n  p a r t i c u l a r ,  t h e  matr ix  of f r e l a t i v e  t o  t h e  (ordered) 

b a s i s  Ial ,a2,a3) i s  

That 	i s ,  
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3.6.7 (L) continued 


d. 	 We want to find 5 such that f (5) = vo for a given vo=V. To use 

the eigenvector method, we choose the basis (or one like it) 

Ca1,a2,a31 where al,a2,a3 are as in the previous part. 

and 


Then 


Hence, 


and since Cal,a2,a3} is a basis for V, we conclude from (11) that 


Ix1 = al 
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3.6.7 (L) continued 

What w e  hope is  c l e a r  i s  t h a t  t h e  b a s i s  c o n s i s t i n g  of e igenvectors  

(when such a b a s i s  e x i s t s )  i s  p a r t i c u l a r l y  convenient  f o r  compu- 

t a t i o n a l  purposes.  

e. L e t t i n g  v = xlal + x2a2 + x3a3, w e  have 

Hence, 

I f  w e  wish t o  express  v i n  terms of u l ,  u 2 ,  and u 3 ,  w e  have from 

(5), (81, and (10) t h a t  

Note 

Since  t h e  s tandard  b a s i s  f o r  V was given a s  Cu1,u2,u3~,  t h e r e  i s  a 

good chance t h a t  a l l  v e c t o r s  w i l l  be given i n  terms of ul,  u2 ,  and 

u3 coord ina tes .  Hence, w e  must expect  t o  set  up t h e  technique  
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3.6.7 (L) continued 


used in (d) and (e) by converting vectors from u1,u2,u3 coordi- 


nates into alra2,a3 coordinates. This is done in the usual way, 


by inverting the system of equations 


In this particular case, we may avoid the row-reduced matrix 

technique (if we must) , by observing that the sum of (i) and (iii) 
yields 

while the difference of (i) and (iii) yields 


u = --1 1 
3 2 "1 + 7a3' 

Putting (15) and (16) into (ii) yields 


3 1 1
a = -- - 3 a 3 + u 2 - T a l + r a 32 2 "1 


or 


From (15) , (16), and (17) we can now convert from U-coordinates to 
a-coordinates quite readily. 

f. 	 Since we are using transposes our matrix P is the transpose of the 


matrix of coefficients given by 
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3.6.7 (L) continued 


That is 


Then, as we discussed in Unit 4, the matrix of f relative to 

Cal,a2,u3) is given by 

p-lw. * 

NOW equations (15) , (16), and (17) imply that 

is the inverse of 


Hence, 


We then have 


-1
*Aga in ,  n o t i c e  t h e  o r d e r .  We would  w r i t e  PAP if we w e r e  u s i n g  
t h e  m a t r i c e s  of  c o e f f i c i e n t s  r a t h e r  t h a n  t h e i r  i n v e r s e s .  
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3 . 6 . 7 ( L )  continued 

S + + 
f(al) f(a2) f(a3) 


with respect to u1,u2,u3 


Note 


From (18) , we conclude that 

Hence, if we let B be the transpose, AT, of the matrix of coeffi- 


cients, we see from (19) that 


QBQ-I= D where Q = P
T. 

In other words, 
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3.6.7 (L) continued 

T

Again, it i s  n o t  important  whether w e  work wi th  A o r  A b u t  it is 

impor tant  t h a t  w e  keep t h e  proper o r d e r .  For example, wi th  r e f e r -  

ence t o  (18), PAP-' would n o t  y i e l d  D. In  p a r t i c u l a r ,  

3.6.8 (Optional)  

a .  W e  have t h a t  t h e  c h a r a c t e r i s t i c  equat ion  f o r  f  i s  g iven by 

c3  - 6c2 + l l c  - 6 = 0 

and t h a t  t h i s  equat ion  does no t  depend on t h e  ma t r ix  which repre-  

s e n t s  f .  

The more amazing f a c t  ( t h e  proof of which i s  beyond o u r  scope) i s  

t h a t  i f  w e  r e p l a c e  c i n  (1) by t h e  matr ix  of f ( r e l a t i v e  t o  any 
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3 . 6 . 8  continued 

basis we choose) the equation is satisfied by the matrix. 


As a check, with 


we have 


and 


whence 


Now, since PAP-1 - 111 = I A  - AII, it would seem that the iden- 

would hold for each matrix A which represents f. This turns out 


to be true. More emphatically, what this means is that the linear 
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3.6.8 continued 

t r ans fo rmat ion  def ined by 

fo fo f  - 6fOf + l l f  - 6 

maps V i n t o  t h e  0-space. 

b. A t  any r a t e ,  w e  have t h a t  

I n  o t h e r  words, 

Hence, 

In  o t h e r  words, then ,  every polynomial i n  A may be  reduced t o  an 
2

e q u i v a l e n t  l i n e a r  combination of I ,  A,  and A by v i r t u e  of t h e  

f a c t  t h a t  
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3.6.8 continued 

-Note 

While w e  do n o t  i n t e n d  t o  pursue t h i s  p o i n t  a t  t h i s  l e v e l  of  our 

course ,  it should be  noted t h a t  what we a r e  showing h e r e  i s  t h a t  

s i n c e  each mat r ix  s a t i s f i e s  i t s  c h a r a c t e r i s t i c  equat ion ,  w e  may 

always reduce a power of an n by n matr ix  A t o  a l i n e a r  combina- 

t i o n  of I ,  A ,  ..., and A"-'. This  al lows u s ,  f o r  example, t o  t a l k  

about power series of a  matr ix  and t o  d e f i n e  such "weird" th ings  

a s  eA, cos A ,  etc. ,  where A is  a matr ix  r a t h e r  than a number. For 

example, w e  d e f i n e  eA, analogous t o  t h e  corresponding numerical 

r e s u l t  t o  b e  

and i f  A happens t o  be  a k by k matr ix ,  w e  can rep lace  A", when-

ever  n i s  k o r  g r e a t e r ,  by an appropr ia t e  l i n e a r  combination of I ,  
k-1

A ,  ..., and A . 
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