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2.7.1(L) 

There a r e  two d i f f i c u l t  a spec t s  t o  us ing t h e  method of v a r i a t i o n  

of parameters .  The f i r s t  i s  t o  understand why t h e  method works 

(and hopefu l ly  t h i s  was made s u f f i c i e n t l y  c l e a r  i n  t h e  l e c t u r e ) .  

The second i s  t o  have t h e  computat ional  t o o l s  necessary t o  g r ind  

o u t  t h e  s p e c i f i c  answer. In  many c a s e s ,  t h e  requi red  func t ions  

g l (x )  and g 2 ( x )  must be  l e f t  i n  i n t e g r a l  form. 

The e a s i e s t  p a r t  of t h e  method i s  w r i t i n g  down t h e  s o l u t i o n  once 

t h e  v a l i d i t y  of t h e  method i s  accepted.  

More s p e c i f i c a l l y ,  i f  y = u (x)  and y = u (x)  a r e  two l i n e a r l y1 2 
independent s o l u t i o n s  of 

then 

Yp = g1 (x )u l (x )  + g2 (x )u2( X I  

i s  a p a r t i c u l a r  s o l u t i o n  of 

provided t h a t  

gl '  ( X I  u1 ( X I  + g2 '  ( X I  u2 ( X I  0 

and 

* N o t i c e  i n  ( 1 )  t h a t  t h e r e  i s  no  r e s t r i c t i o n  t h a t  we m u s t  h a v e  
c o n s t a n t  c o e f f i c i e n t s .  

* * W e  s h a l l  t a l k  a b o u t  h i g h e r  o r d e r  e q u a t i o n s  i n  E x e r c i s e  2 . 7 . 7 .  
T h e  g e n e r a l  t h e o r y  i s  t h e  s a m e ,  b u t  t h e  c o m p u t a t i o n s  become more  
d i f f i c u l t  when t h e  o r d e r  i s  g r e a t e r  t h a n  2 .  F o r  t h i s  r e a s o n ,  we 
p r e f e r  t o  e m p h a s i z e  t h e  s e c o n d  o r d e r  e q u a t i o n ,  l e s t  t h e  m e t h o d  b e -
come l o s t  i n  t h e  v a s t  amount  o f  c o m p u t a t i o n a l  d e t a i l .  
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2.7.1 (L) continued 


Thus, to find the general solution of 


we still want y + yp. Since (5) has constant coefficients, we 

may obtain yh by the method of the previous units. Namely. 

From (6), we 

. 
have that ex and e-X are a pair of linearly indepen- 

dent solutions of the reduced equation y" - y = 0. Letting 

ex = ul (x) e-X = u2(x), and = £(X), we may invoke (2) and 
1 + ex 

( 4 )  to conclude that 

is a particular solution of (5) provided that 


gll(XIex + g2'(x)e-X -= o 

and 


glv(x)ex - -x = 1 g2'(x)e -
1 + ex* J

Solving (8) is a matter of manipulative skill (and/or a bit of 

luck). By adding the two equations in ( 8 ) ,  we see that 

X -x 
* I . e . ,  t h i s  i s  e q u a t i o n  ( 4 )  w i t h  u l (x )  = e , u 2 ( x )  

. 
= e , and 

1
f (x)  = N o t i c e  t h a t  we c a n n o t  u s e  u n d e t e r m i n e d  c o e f f i -

1 + ex  
c i e n t s  h e r e  s i n c e  - i s  n o t  of  t h e  " r i g h t  form."  T h a t  i s ,  i t  

1 + eA 
i s  n o t  a l i n e a r  c o m b i n a t i o n  of  t e r m s  of  t h e  fo rm x k e a X s i n  Bx a n d /  

o r  xkeaxcos  fix. 
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2.7.1 (L) continued 


hence, 


Subtracting the equations in ( 8 1 ,  we obtain 

hence, 


From (9) and (lo), it follows that 


and 


so that from (7) 


is a particular solution of (5). 
We have deliberately written (11) in integral form to emphasize 


that the solution exists independently of whether the integrals 


may be evaluated explicitly. 


+x e In other words, as long as is integrable (which it is 2(1 + 

because all continuous functions are integrable), the general 


solution of (5) is given by y = y + y p t  SO that by (6) and (11) 
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2.7.1 (L) continued 

Notice t h a t  we may group the  terms i n  ( 1 2 )  such t h a t  t he  constants  

of i n t eg ra t i on  a r e  included i n  cl and c2. Namely, 

"Off ic ia l ly"  ( 1 2 )  i s  an acceptable form f o r  t h e  c o r r e c t  answer, 

bu t  s ince  t he  i n t e g r a l s  a r e  not d i f f i c u l t  t o  evaluate  i n  t h i s  

case ,  perhaps it would be worthwhile t o  express y i n  (11)more
P 

e x p l i c i t l y .  

To compute 

-x w e  may use t a b l e s  o r  we may make t h e  subs t i t u t i on  u = e , 
whereupon 

-Xdu = -e dx. 

Moreover, 

-X u + lU = e  + e X = l " + l + e X = -
U u 

Hence, 

-X
*Since  u = e , u > 0 f o r  a l l  x .  I n  p a r t i c u l a r ,  w e  do n o t  have t o  
worry about u  b e i n g  equal  t o  0 .  
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2.7.1 (L) continued 


and since u = e-X, 

+ X , X

Similarly, letting u = 1 e du = e dx. Hence. 

Putting (13) and (14) into (11) yields 
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2.7.1 (L) continued 


-x 1 X 
= ex[-$ e + 1" (e + 1) - $XI + e-x[-i in (1 + ex)]
Y~ 


= - & +  leXln (ex + 1) - 1 - y e1 in (1 + ex)-xeX -x 

2 2 2 

= - 5 ( i + x e X )  in ( l + e X )  

- --1 (1 + xeX) + [sinh x] In (1 + ex).
2 


2.7.2 


Since 


we have that 


X 
Yh = Cle + Xc2xe . 


X X

Letting ul = e and u2 = xe , it follows that 

ult (x) = X 
e 

and 


Hence, 


X X 

= g1 (XI e + g2 (x)xe 

Y~ 


is a particular solution of (I), where 
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2.7.2 continued 

g l l  ( X I  ex + g2 (x)xeX = o 


and 


Sub t rac t ing  t h e  t o p  equat ion  i n  ( 4 )  from t h e  bottom y i e l d s  

Replacing g2 '  (x)  by I n  x i n  t h e  t o p  equat ion  of ( 4 )  y i e l d s  

X 
g l ' ( x ) e x  + xe  l n  x = 0 

From (5) and (6), using t a b l e s  o r  i n t e g r a t i n g  by p a r t s ,  w e  o b t a i n  

g2 (x) = x l n  x - x 

and 

Replacing g l (x )  and g 2 ( x )  i n  ( 3 )  by t h e i r  va lues  i n  (7)  and (8)  

y i e l d s  
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2 .7 .2  continued 

Combining (2)  and (9) y i e l d s  that 

is  t h e  genera l  s o l u t i o n  of (1). 

2 . 7 . 3 ( L )  

Our main aim h e r e  is  t o  show how one can f i n d  the  g e n e r a l  s o l u t i o n  

of y n  + p ( x ) y '  + q ( x ) y  = 0** once one non-zero p a r t i c u l a r  s o l u t i o n  
of t h e  equat ion  i s  known. W e  s h a l l  handle  t h e  genera l  c a s e  a s  a  

n o t e  a t  t h e  conclus ion of t h i s  e x e r c i s e ,  b u t  f o r  now w e  would l i k e  
t o  i l l u s t r a t e  t h e  method more concre te ly .  

W e  a r e  g iven t h e  equat ion  

and w e  assume t h a t  by "hook o r  crook" w e  stumbled ac ross  t h e  f a c t  

t h a t  y = x happens t o  be a s o l u t i o n  of (1). [ In  t h e  nex t  u n i t ,  w e  

*Had t h e  domain  o f  ( 1 )  b e e n  x < 0 ,  ( 9 )  would  h a v e  b e e n  r e p l a c e d  by  
2 x 1  

x e (2 i n  1x1 - t). The i m p o r t a n t  p o i n t  i s  t h a t  x - 0 i s  e x c l u d e d  

f rom t h e  domain  of  ( 1 )  s i n c e  t h e n  e X l n  x  i s  u n d e f i n e d .  

* * R e c a l l  f rom o u r  e a r l i e r  l e c t u r e s  t h a t  t h e  e x i s t e n c e  of  t h e  
g e n e r a l  s o l u t i o n  i n  t h i s  c a s e  i s  g u a r a n t e e d  a s  s o o n  a s  p ( x )  and 
q ( x )  a r e  c o n t i n u o u s .  

***Since p ( x )  = -1 
and q ( x )  = --I h e r e ,  t h e  c o n d i t i o n  t h a t  x $ 03 

X X 

g u a r a n t e e s  t h a t  t h e  g e n e r a l  s o l u t i o n  e x i s t s ,  s i n c e  o n l y  a t  x - 0 

a r e  21 
and -- d i s c o n t i n u o u s .  

X X 
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2.7.3 (L) continued 

s h a l l  show a  method f o r  f i n d i n g  t h i s  s o l u t i o n ,  b u t  i n  terms of our  

immediate o b j e c t i v e  i n  t h i s  e x e r c i s e ,  how w e  know t h a t  y  = x is  a 

s o l u t i o n  of (1) is  i r r e l e v a n t . ]  

S ince  (1) i s  homogeneous ( i .e . ,  t h e  r i g h t  s i d e  equals  0), we know 

t h a t  y  = c x  i s  a 1-parameter fami ly  of s o l u t i o n s  of (1). Thus, 

a l l  w e  need i s  one a d d i t i o n a l  s o l u t i o n  which does no t  belong t o  

t h i s  family i n  o r d e r  t o  o b t a i n  t h e  genera l  s o l u t i o n  of (1). 

I n  o t h e r  words, i f  u ( x )  i s  any func t ion  which i s  n o t  a  cons tan t  

m u l t i p l e  of x  [ i . e . ,  { x , u ( x ) )  i s  l i n e a r l y  independentl then 

is  t h e  g e n e r a l  s o l u t i o n  of (1). 
The major problem i s  t h a t  of f i n d i n g  a  technique which y i e l d s  

u ( x ) ,  and it t u r n s  o u t  t h a t  t h e  method of v a r i a t i o n  of parameters 

i s  again  t h e  s o l u t i o n .  

A s  b e f o r e ,  w e  r e p l a c e  c by g ( x )  i n  y  = cx t o  o b t a i n  

and w e  now t r y  t o  see what g ( x )  must look l i k e  i f  ( 2 )  i s  t o  be  a 

s o l u t i o n  of (1) [observing t h a t  i f  such a  g  (x) can be  found and i f  

g ( x )  i s  n o t  c o n s t a n t  then  xg(x)  i s  n o t  a  cons tan t  m u l t i p l e  of x ,  

s o  t h a t  {x ,xg(x)  i s  l i n e a r l y  independentl .  

A t  any r a t e ,  from (2) , we o b t a i n  

and 

Y "  = [xg" ( X I  + g '  (x)  1 + g '  (x)  

= xg" ( X I  + 29' (x)  . 
Using (21,  (31, and ( 4 )  i n  (1) y i e l d s  
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2.7 .3  (L) continued 

1 1
[xg" (x) + 29' (x) 1 + +xg' (XI  + g (x) 1 - +xg (x) ] = 0 


X X 


xg1'(x) + 29' (x) + t g '  (x) + *-*= 0 

X X 


Let t ing p = g l ( x )  i n  ( 5 ) , w e  s ee  t h a t  

and s ince  x # 0,  (6 )  may be wr i t t en  i n  the  equivalent standard 

form 

We may solve ( 6 ' )  e i t h e r  by observing t h a t  t he  var iables  a r e  

separable o r  by observing t h a t  the  equation i s  l i n e a r  i n  p. I f  we 

e l e c t  t o  separa te  var iab les ,  we obtain 

(kl an a r b i t r a r y  cons tan t ) ,  o r  

* N o t i c e  t h a t  g ( x )  c o n v e n i e n t l y  d i s a p p e a r e d  f r o m  o u r  e q u a t i o n ,  s o  
t h a t  ( 5 )  i s  now e a s i l y  h a n d l e d  b y  t h e  s u b s t i t u t i o n  p  = g t ( x ) .  I n  
o u r  n o t e  f o l l o w i n g  t h i s  e x e r c i s e ,  we s h a l l  show t h a t  o u r  me thod  
g u a r a n t e e s  t h a t  g ( x )  w i l l  a l w a y s  b e  m i s s i n g  f r o m  o u r  f i n a l  equa -
t i o n ,  and  t h i s  i s  why t h i s  t e c h n i q u e  a l w a y s  w o r k s .  
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2 .7 .3  (L) cont inued 

klHence. s i n c e  e is  an a r b i t r a r y  p o s i t i v e  c o n s t a n t  and 1x1-2 = 

= I -I2 ,  (7 )  becomes 

lx12 x 

-
l p l  ex 1= k 2  7 where k2  = e > 0 .  

X 

Hence 

-
X 

P = k 3 2  where kg  = t k 2 .  * 
X 

Reca l l ing  t h a t  p  = g ' (x) , w e  have from ( 8 )  t h a t  

*We could have obtained (8) by viewing (6') as linear in which 


/(;T + i)dx 2 ~n 1x1 
X 

- -1 --1
case e 

+)
= e = x2 e is an integrating 

factor in which case (6') becomes 

--1 
- X

dx (pX2 L') = 0, or px2 e = lc; whence
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2.7.3(L) continued 


Now from (9) 


I -
X 


g (x) = /k3 f dx. 

X 


In the present exercise, we have chosen coefficients which allow 


us to compute (10) explicitly (but as we've said before, this is 

1
not crucial) . Namely, letting v = ;;, we see that dv = -%, hence 

X 

or since -k3 is still arbitrary, 


Returning to (2), (11) tells us that 


is also a solution of (1). 


In fact, (12) contains two arbitrary constants k4 and k5 so that 


it appears that 


is the general solution of (1) . In this regard, notice that (11) 

was more "complete" than was necessary. Namely, all we needed was 

-one specific solution of (1) which was not a constant multiple of 
x, or, equivalently, any one function g(x) which was not a 
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2.7.3(L) cont inued 

cons tan t .  I n  p a r t i c u l a r ,  had w e  chosen k  = 1 and kg = 0, we 
- 4 1 
X would have obta ined g ( x )  = e ; whence a  p a r t i c u l a r  s o l u t i o n  of (1) 

would be  

which i s  n o t  a  c o n s t a n t  m u l t i p l e  of x. Notice t h a t  (13) checks 
-1 

with  ( 1 2 ' )  i n  t h e  sense  t h a t  s i n c e  x  and xeX a r e  l i n e a r l y  inde- 

pendent s o l u t i o n s  of ( 1 1 ,  

i s  t h e  g e n e r a l  s o l u t i o n  of (1) [ (14)  i s  (12 ' )  wi th  cl = kg and 

C2 = k41. 

A s  a  check t h a t  (13) i s  a s o l u t i o n  of (1),* we have 

* A g a i n ,  t e c h n i c a l l y  s p e a k i n g ,  a l l  we h a v e  shown i s  t h a t  if t h e r e  
e x i s t s  a s o l u t i o n  of t h e  f o r m  x g ( x )  w h e r e  g i s  n o t  c o n s t a n t ,  t h e n  
any  s u c h  s o l u t i o n  i s  e s s e n t i a l l y  g i v e n  b y  ( 1 3 ) .  
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2.7.3(L) continued 


Hence 


Note 


The technique used in this exercise may be generalized as follows. 


Suppose we are given the homogeneous linear differential equation 


(where the coefficients need not be constants) 


and 

. 
we "happen to know" that y = ul(x) is a non-zero solution of 

(1) We then write 

and try to determine g(x) so that u2 (x) is also a solution of (1) . 
From (2) , we obtain 

(x) = g (x)ul' (XI + 9'(x)ul (XI 
U2 

and 

u2" (x) = [g (x)uls (XI + g' (x)ul' (XI I + [g' (x)ul' (x) + 

+ g" (XI Ul (x)I 

= g (x) ul" (x) + 2g' (x) ul' (x) + g" (x) u1 (x). 
Replacing y by u2 in (1) and .using (2) , (3), and ( 4 )  , we obtain 
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2.7.3(L) continued 


[g (x) ul" (x) + 2g' (x) ul' (XI + g"(XI u1 (x) I 

+ p (XI [g (x) ul' (XI + g' (x) u1 (x) 1 1 = o .  

While the left side of (5) may seem a bit cumbersome, let us ob- 


serve that ul(x) was not just "any old function" but rather was a 


solution of (1). This means that 


Herein lies the key as to why every term involving g(x) vanishes 


from the left side of (5). Namely, the portion of the left side 


of (5) which involves g (x) is 


g (x) ul" (x) + p (x) g (x) ul ' (x) + q (x) g (x) u1 (x) 

and, from (6), this is zero! 


Thus, (5) may be simplified to read 


If we now let v = g' (x) [in the exercise, we let p = g' (x) but 

this would be confusing in the present context because p or p(x), 

is being used to denote the coefficient of y' in (1)1, (7) becomes 

or, if we assume our equation is defined on an interval for which 
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-

2.7.3 (L) continued 

u1 (x) # 0, we may rewrite ( 8 )  as 

Notice that, just as in the exercise, (9) may be viewed either as 

variables separable or as linear in v [keeping in mind that p(x), 

ul(x) , and ul' (x) are known functions of XI. 

Treating (9) as linear, we have that an integrating factor is 


so that (9) is equivalent to 


Hence 


so that 


Simplifying (lo), of course, depends on ~ ( x )  and ul(x) I but (10) 


supplies us with the solution, from (2 ) ,  
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2.7.3 (L) continued 


u2 = xg (x) , with g (x) as in (10) . 

Given 

L(y) = y" - 2y' + yr 

~ ( e ~ ~ )= erX(r2 - 2r + 1) = e rx(r - 1)2. 

Hence, r = 1 is a root of L(e rx) = 0, and we may conclude that 

X 
y = e  (1 


is a solution of 


Using variation of parameters, we see from (1) that there should 


be a different solution of (2) in the form 


From (3) , 

and 


Using ( 3 ) ,  (4), and (5) in (2), we obtain 

[g (x) ex + 29' (x)eX + g" (x)eX] - 2[g(x) ex + g' (x) ex] + rg (x) ex] = 0, 
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2.7.4 continued 

From (61 ,  

and; hence, choosing cl = 1 and c2  = 0 ,  we see  t h a t  one simple 

choice f o r  g (x )  is 

whereupon (3 ) becomes 

X y = x e ,  

which a s  w e  already knew by o ther  methods was a so lu t ion  of (2) 

which was not  a constant mul t iple  of ex. 

2.7.5 

a .  Once we w r i t e  

i n  t he  equivalent  form 


(y" - 4y') + x q y l  - 4y) = 0 ,  


it is no t  hard t o  no t ice  t h a t  


Thus, l e t t i n g  
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2.7.5 continued 


in (2) yields 


for which u = 0 is trivially solution. 


Since u = y' - 4y, u = 0 means 


From (4), which is a linear, first-order, homogeneous differential 


equation with constant coefficients, it is easy to conclude that 


y = 	cle4 x . In particular, letting cl = 1, we see that 

is a particular solution of (4) ; hence, also of (1). 


4x 4x
[Check: y = e y' = 4e4X y'l = 16e .-+ -+ 

Hence, 


yw + (x2 - 4) 1 - 4~2 = 16e4 x + (x2 - 4) 4e4X - 4x2e4X = 0. I 


b. 	 By variation of parameters, we conclude from (5) that there exists 


a second linearly independent solution of (1) with the form 


From (6) 


y' = 4g(x)e4X + gv (x)e4X 


and 


y" = [16g(x) e4x + 49' (x)e 4x1 + [4g1 (x) e4x + g" (x) e 4x1 


= 169 (x) e 4x + 89' (x) e4x + g" (x) e4X. 
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2.7.5 continued 


Using (6), (71, and (8) in (I),we obtain 


[16g (x) e4X + 89' (x) e4X + g" (x) e4X] 

+ (x2 - 4) 149 (x) e4X + g' (x) e4x~ I+ (-4x2) [g ( x ~ e ~ ~ ]  . 

Simplifying (9) yields 


4 x 2

89' (x) e + g" (x) e4X + x g1 (x) e4X - 49' (x) edX = 0 

or 

g" (x) + [x2 + 419' (x) = 0. 

Equation (10) is linear in gl(x), so that an integrating factor is 

Hence, (10) is equivalent to 


so that 


From (ll), one choice of g(x) is 
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Hence from (6) 


is also a solution of (1). 


Accordingly 


is the general solution of (1). 


Our main aim here is to put the two previously-discussed uses of 


variation of parameters together and show by means of a specific 


example what it means when we say that we can find the general 


solution of 


once we know one particular solution of the reduced equation. 

Other than for this, the present exercise comes under the heading 


of additional drill. 


We are given 


* H e r e  we h a v e  a n  e x a m p l e  i n  w h i c h  g ( x )  ( u p  t o  a n  a d d i t i v e  c o n -
s t a n t )  i s  w e l l - d e f i n e d  b e c a u s e  o u r  i n t e g r a n d  i s  c o n t i n u o u s ,  b u t  we 
c a n n o t  e x p r e s s  g ( x )  i n  a m o r e  e x p l i c i t  c l o s e d  f o r m .  We c o u l d  ex-
p a n d  t h e  i n t e g r a n d  as  a p o w e r  s e r i e s  a n d  i n t e g r a t e  t e r m - b y - t e r m  
e t c . ,  b u t  o u r  m a i n  p o i n t  i s  t h a t  g ( x )  may n o t  b e  c o n v e n i e n t  f r o m  
a n  e x p l i c i t  p o i n t  o f  v i e w .  
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2.7.6 (L) continued 

and t o l d  t h a t  one s o l u t i o n  of t h e  reduced equat ion  i s  y = x [and 

t h i s  may b e  e a s i l y  checked once g iven;  namely, y = x + y '  = 1 + 

Since  y = x i s  one s o l u t i o n  of 

t h e  method of v a r i a t i o n  of parameters  t e l l s  us t h a t  another  l i n -  

e a r l y  independent s o l u t i o n  of (2)  e x i s t s  i n  t h e  form 

From ( 3 1 ,  

Y '  = g (XI  + xg' (x)  


and 


= xg"(x) + 2g' ( x ) .  


P u t t i n g  ( 3 1 ,  ( 4 1 ,  and (5)  i n t o  (2) y i e l d s  


xg" (x) + 2g' (x) - X 
2 [g (x )  + xg' ( x ) l  + [ x g ( x ) l = O ,  

1 - x  1 - x 2 

o r  

and s i n c e  x  # 0, 
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2.7.6 (L) continued 


Equation (6) is linear in g' (x), so that an integrating factor of 


Since 


Hence, (6) is equivalent to 


(where k is an arbitrary constant). 


Hence 


*We a r e  i n  no t r o u b l e  h e r e  s i n c e  1x1 < 1 s o  t h a t  /I. - x 2  i s  r e a l  
and n o n - z e r o .  Had x n o t  b e e n  s o  r e s t r i c t e d ,  we would h a v e  had t o  

X 1 2
remember t o  o b s e r v e  t h a t  2 dx = - I n  11 - x I and s o  t h e  

J-1 - x 2 
o n l y  t r o u b l e  o c c u r s  when x = + I .  
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2.7.6 (L) continued 

The i n t e g r a l  i n  (8)  lends i t s e l f  n i c e l y  t o  t r igonomet r i c  s u b s t i t u -  

t i o n .  Namely. 

/I.] ~~~~~= dx 

= COS 8 

m 
s o  t h a t  

2s i n  8 cos 8 

From our  diagram (or  else a n a l y t i c a l l y )  

s o  t h a t  from (8) and (9) 

Since w e  need only one non-constant choice  of g(x) i n  (101, w e  may 

l e t  k = -1 and kl = 0,  and w e  then ob ta in  
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2.7.6 (L) continued 

Using g (x)  , a s  given by (11), i n  (3) , w e  o b t a i n  

is  our  second l i n e a r l y  independent s o l u t i o n  of ( 2 ) .  

Thus, t h e  g e n e r a l  s o l u t i o n  of (2)  i s  

Observe t h a t  i n  d e r i v i n g  ( 1 2 ) ,  w e  w e r e  doing t h e  same th ing  a s  we 

d i d  i n  Exerc ises  2.7.3, 2.7.4, and 2.7.5; namely, f ind ing  t h e  

g e n e r a l  s o l u t i o n  of L(y)  = 0 knowing one non-zero s o l u t i o n .  

Now w e  use  v a r i a t i o n  of parameters ,  s t a r t i n g  wi th  ( 1 2 ) ,  a s  we d i d  

i n  Exerc ises  2.7.1 and 2.7.2; namely, t o  f i n d  a p a r t i c u l a r  solu-

t i o n  of L (y)  = f (x)  once w e  know t h e  genera l  s o l u t i o n  of L (y)  = 0 .  

Namely, l e t t i n g  u l (x)  = x and u2 (x)  = we have t h a t  

u1 I (x) = 1 and u2 (x) = -x . Hence, t h e r e  e x i s t s  a p a r t i c u l a r

/1-x2
s o l u t i o n  of (1) i n  t h e  form 

= xhl (x)  + /1 - xL h2 (x)  * 
Y~ 

where 

xhll (x)  + h2 ( X I  = 0 

and 

*In  our l e c t u r e  and p r e v i o u s  e x e r c i s e s ,  we used  g l  and g g  r a t h e r  

than h l  and h 2 .  S i n c e  t h e  names o f  our f u n c t i o n s  i s  n o t  impor-

t a n t ,  we e l e c t e d  t o  u s e  h r a t h e r  than g  s i m p l y  s o  a s  n o t  t o  become 
c o n f u s e d  w i t h  g a s  used  i n  e q u a t i o n  ( 3 ) .  
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2.7.6 (L) continued 


Multiplying the bottom equation of (14) by x and then subtracting 

the bottom equation from the top, we obtain 


Hence, from (151, 


From the top equation in (14) 


so from (15) , 

Hence, 


Using (16) and (17) in (13) , we obtain 
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2.7.6 (L) cont inued 

Check of (18) 

Theref o r e ,  

Now w e  combine (18) w i t h  (12) [remembering t h a t  (12) i s  yhl t o  

o b t a i n  t h e  f a c t  t h a t  

is  t h e  g e n e r a l  s o l u t i o n  of (1). 



Solutions 

Block 2: Ordinary Differential Equations 

Unit 7: Variation of Parameters 


2.7.7 (Optional) 


a. 	 Up to now we have been stressing variation of parameters in the 


case of second order linear equations. Even in this relatively 


simple case, the arithmetic often becomes cumbersome. Obviously, 


then, one can expect some real "messes" to occur when we apply 


variation of parameters to higher order linear equations. 


Nevertheless, we feel it is worthwhile to practice on at least one 


higher order equation in order to make sure that you understand 


the general theory. 


The overview is as follows. 


Suppose 


is a linear nth-order differential equation, and that 


is the general solution of the reduced equation, L(y) = 0. 

Then a particular solution of (1) exists which has the form 


= g1 (x)ul (XI + . . . + gn (x) un (x) * 
Y~ 


where 


g1 ' (XI u1 ("-I) (x) + ... + gn' (x)un (x) = f (x) J 
*We o b t a i n  ( 3 )  from ( 2 )  j u s t  a s  we d i d  i n  t h e  c a s e  n = 2 .  That 
i s ,  we r e p l a c e  t h e  a r b i t r a r y  c o n s t a n t s  c l ,  .. . , c by t h e  a r b i -  n  

t r a r y  f u n c t i o n s  g l ( x ) ,  ..., g n ( x ) .  
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System ( 4 )  i s  e s s e n t i a l l y  n l i n e a r  equat ions  i s  t h e  n unknowns 

g l l  (x)  , . . . , gn'  (x)  . [That i s , t h e  u ' s  a r e  known func t ions  of X ;  

hence,  t h e  c o e f f i c i e n t s  of gl ' (x)  , ..., g,' (x)  i n  ( 4 )  a r e  known 

c o n s t a n t s  f o r  a  given va lue  of x.1 

Notice t h a t  i n  ( 4 )  t h a t  each of  t h e  l e f t  s i d e s  of t h e  f i r s t  (n-1) 

equat ions  i s  equated t o  0. The l a s t  equat ion  has t h e  l e f t  s i d e  

equated t o  f  (x)  . 
I f  w e  view t h e  u ' s  a s  c o e f f i c i e n t s ,  w e  see t h a t  t h e  determinant  of 

c o e f f i c i e n t s  i s  

u1 (x)  . . . ., un (x)  

ul' (x)  - - - - , Un'  (x)  

which by d e f i n i t i o n  i s  t h e  Wronskian of {ul,  ..., un) ,  

W(ul, ..., u n ) .  S ince  {ul,  ..., un1 i s  a set  of n l i n e a r l y  inde- 

pendent s o l u t i o n s  of L(y)  = 0 ,  W(ul, ..., u n ) i s  never zero  (see 

Supplementary Notes, Cahpter 1 0 ) .  Hence, (4)  may always be solved 

t o  y i e l d  unique express ions  f o r  g l l ( x ) ,  ..., and g n l ( x ) ,  whereupon 

w e  may f i n d  gl (x)  , .. . , and gn (x)  by i n t e g r a t i o n  ( so  they a r e  

unique up t o  an a d d i t i v e  c o n s t a n t ) .  Then wi th  any p a r t i c u l a r  

choices  of gl (x)  , . . . , gn(x) , we f i n d  y from (3) .
P 

The d e r i v a t i o n  of ( 4 )  i s  very  analogous t o  t h e  procedure explained 

i n  t h e  l e c t u r e  f o r  n = 2 .  E s s e n t i a l l y ,  wi th  n a r b i t r a r y  f u n c t i o n s ,  

w e  may impose n - 1 condi t ions  a t  our d i s p o s a l .  Rather than g i v e  

t h e  proof f o r  an a r i b t r a r y  value  of n ,  w e  s h a l l  p ick  n = 3 and 

then  m i m i c  t h e  procedure of t h e  l e c t u r e .  Our f e e l i n g  i s  t h a t  once 

you see e x p l i c i t l y  what happens when n = 3,  it w i l l  be easy t o  

understand ( 4 )  f o r  any va lue  of n. 

Suppose, t h e n ,  we a r e  given t h a t  
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2.7.7 continued 


is the general solution of 


Y"'+ p(x)yI1 + q(x)y' + r(x)y = 0, 

and we want to find a particular solution of 


yl"+ p(x)yl' + q(x)yl + r(x)y = f(x) 

Replacing the constants in (5) by arbitrary functions, we obtain 


the function 


At this point y, as described in (8), is extremely vague. We 


might say that y has three degrees of freedom in the sense that we 


are completely free to choose gl(x), g2(x), and g3(x) as we choose 


[except, of course, that they must each be at least thrice- 


differentiable, otherwise we will not be able to use (8) when we 


seek a solution of (7) 1. 


From (8) , we have 

[Notice, in reference to our last parenthetical remark, that equa- 

tion (9) requires gl (x) , g2 (x) , and g3 (x) to be differentiable. l 

"Surveying" (9) [and perhaps even using a bit of hindsight by 

being reminded by ( 4 )  that our system of equations will not in- 

volve gl (x) , g2 (x) , g3(XI , but rather gl' (x) , g2' (x) , g3' (XI 1 , we 
now elect to impose our first condition on the g's. Namely, we 

assume that gl(x), g2(x), and g3(x) are chosen such that 

gl' (x) u1 (x) + g2' (x)u2 (x) + g3' (x) u2 (x) = 0. 
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2.7.7 continued 


[This is not hard to do. For example, we may choose gl and g2 at 


random, and then pick g3 to be any function defined by 


- [gl' (x)ul (x) + g2' (XI u2 (x) I 

g3' (x) = 

U3(x) 
etc. I 


Once condition (10) is imposed, equation (9) reduces to 


From (9 ' ) , we obtain 

y" = g1 (x) ul" (x) + gl' (x)ul' (XI + g* (XI u2" (XI + g2' (XI u2' (XI + 

g3 (x) u3I1 (x) + g3' (x) u3' (x) 1 

or, upon regrouping terms, 


If we now elect to impose our next restriction on g (x), g2(x), 
1 

and g3 (x) , equation (11) suggest that it be 


[Equation (12) is suggested by (4). Had we not known this, how- 

ever, our choice would have been the same, but the reasoning might 

have been different. Namely, somewhere along the line, we expect 

to have to use the fact that ul(x), u2(x), and u3(x) are (linearly 

independent) solutions of the reduced equation. In other words, 

for k = 1, 2, or 3 



Solutions 

Block 2: Ordinary Differential Equations 

Unit 7: Variation of Parameters 


2.7.7 continued 


so we want to keep the higher order derivatives of ul, u2, and u3 

in (11) in the hope that we will be able to simplyfy things by use 

of (13) . I  

At any rate, assuming that condition (12) has been imposed, (11) 


becomes 


and from (14) 


yltl= + g3 (x) u3111(x1 +[gl (x) ulIII(x) + g* (x) u2111(x) 1 

We now replace y"', y", y l ,  and y in (7) by their values given in 


(81, (9'1, (111), and (14). This yields 


Hence, 
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2.7.7 continued 


[Notice that (15) is not arbitrarily prescribed. Rather we have 


shown that our first two restrictions, (10) and (121, force us to 


accept (15) if there is to be any hope for (8) to be a solution of 


(7). I  

Collecting the results of (101, (12), and (151, etc., we have 


shown that 


will be a particular solution of (7) provided that 


The determinant of coefficients in (16) is W(ul,u2,u3) and this is 


never zero since Cu 1,~2,~3) 
is a linearly independent set of solu- 


tions of (6). 


Since the determinant of coefficients never vanishes, equations 


(16) are consistent and uniquely determine gl' (XI, g2' (x), and 

g3' (x) , from which we can now find gl (x) , g2 (x) , and g3(x) . 
and thus determine y from (8 ) .

P 

Notice that equations (16) would still make sense even if 


Cu1,u2,u3} was a linearly dependent set. In this case, however, 


W(u1,u2,u3) 0 and consequently equations (16) need not be con- 


sistent. In other words, we would not have enough information in 


(16) to determine gl (x) , g2 (x) , or g3 (x) . 
b. Since x # 0, we may rewrite our equation as 

Knowing that 


2
y h = ~ ~ + ~ ~ l n x + c x 
1 2 3 (lnx) 
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i s  t h e  general  so lu t i on  of t h e  reduced equation,  we may l e t  

whereupon the  r e s u l t  of Exercise 2.7.7 t e l l s  us t h a t  

= g1 (x)ul  (XI  + g2 (XI u2 (x) + g3 (x) u3 ( X I
Y~ 


is  a pa r t i cu l a r  so lu t i on  of (1) provided 


[Notice from ( 4 )  and (5) t h a t  it i s  easy t o  specify  y The
P ' 

d i f f i c u l t  t a sks  a r e  ver i fy ing  t h e  formula (which we d id  i n  t he  

previous exerc i se )  and carrying ou t  t he  computations (which we 

s h a l l  do now).] 

From ( 3 ) ,  w e  have 

Using these  r e s u l t s  i n  ( 5 ) ,  we obtain  t h e  system 
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2.7.7 continued 

Equations (6) lend themselves n i c e l y  t o  a  d i r e c t  s o l u t i o n  wi thout  

our  having t o  r e f e r  t o  de terminants .  For a s t a r t ,  s i n c e  x f O I  w e  

mul t ip ly  t h e  f i r s t  equat ion  i n  (6)  ,1 and t h e  t h i r d  by x t o  o b t a i n  

Replacing t h e  second equat ion  i n  ( 7 )  by t h e  second minus t h e  

f i r s t ,  we o b t a i n  

We complete t h e  d i a g o n a l i z a t i o n  of t h e  system by rep lac ing  t h e  

t h i r d  equat ion  i n  (8)  by t h e  t h i r d  minus t h e  second t o  o b t a i n  

Therefore ,  from t h e  t h i r d  equat ion  i n  (9)  

I n  x 
g3 ' ( X I  = -2x ' 

P u t t i n g  t h i s  r e s u l t  i n t o  t h e  second equat ion  i n  (9)  y i e l d s  

I n  x 
g2 '  (x)  + 2 I n  x (2x) = 0 

o r I 

S.2.7.35 
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2.7.7 continued 


Using (10) and (11)in the first equation of (91 ,  we finally 

obtain 

We now integrate equations (10) , (11), 
-

and (12) to conclude that 

1 4
g1(x) = g (In x) 

Using equations (13) and (3) in (4) yields 


(which agrees with our result in Exercise 2.6.7, where we obtained 


the same answer using undetermined coefficients. 
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